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PyTorch profiler
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PyTorch profiler
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with prof:
for epoch in range(0,args.epochs):

for i, (images, labels) in enumerate(train_loader):
[...]
prof.step()

PyTorch profiler

• We use a profiler to monitor an execution.

• It allows us to know the time and memory consumed by each part of the code.

• The results returned by the profiler point to the weaknesses of our code and tell us which parts
we should optimize in priority.

• The profiler is a wrapper which records various information during the execution of the code.

This could be slowed down depending on the requested traces.
We usually monitor only a few training steps.
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PyTorch profiler

from torch.profiler import profile, tensorboard_trace_handler, ProfilerActivity, schedule

prof = profile(activities=[ProfilerActivity.CPU, ProfilerActivity.CUDA], # 1
schedule=schedule(wait=1, warmup=1, active=5, repeat=1), # 2
on_trace_ready=tensorboard_trace_handler(logname), # 3
profile_memory=True, # 4
record_shapes=False, # 5
with_stack=False, # 6
with_flops=False) # 7

1. We monitor the activity both on CPUs and GPUs.
2. We ignore the first step (wait=1) and we initialize the monitoring tools on one step (warmup=1). We activate
the monitoring on 5 steps (active=5) and repeat the pattern only once (repeat=1).
3. We store the traces in a TensorBoard format (.json).
4. We profile the memory usage.
5. We don’t record the input shapes of the operators.
6. We don’t record call stacks (information about the active subroutines).
7. We don’t request the FLOPs estimate of the tensor operations.
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TP2_2: Profiler Overview

% of time spent
with an active GPU

% of active SMs

% of active wraps
on an SM

Streaming Multiprocessor

Link to image

A100

Tutorial: https://pytorch.org/tutorials/intermediate/tensorboard_profiler_tutorial.html

Type and memory
capacity of the GPU

https://images.nvidia.com/aem-dam/en-zz/Solutions/data-center/nvidia-ampere-architecture-whitepaper.pdf
https://pytorch.org/tutorials/intermediate/tensorboard_profiler_tutorial.html
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TP2_2: Profiler Step Time Breakdown
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TP2_2: Profiler Operator View
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TP2_2: Profiler Kernel View
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TP2_2: Profiler Trace

1 step

CPU

GPU
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TP2_2: Profiler Trace (1 step - GPU)

forward backward
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TP2_2: Profiler Memory View (GPU)
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TP2_2: Profiler Memory View (CPU)



13

TP2_2: Profiler Distributed

Image from the tutorial: https://pytorch.org/tutorials/intermediate/tensorboard_profiler_tutorial.html

https://pytorch.org/tutorials/intermediate/tensorboard_profiler_tutorial.html
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TP2_2: PyTorch profiler

Holistic Trace Analysis: https://hta.readthedocs.io/en/latest/
● Analyses PyTorch Profiler traces.
● Less user-friendly than TensorBoard Plugin.
● Focus on GPU usage.

https://hta.readthedocs.io/en/latest/
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TP2_2: PyTorch profiler

● Implement the PyTorch profiler in dlojz.py.
● Visualize the trace with TensorBoard and draw
conclusions about possible optimizations.


